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 The development of the Internet of Things (IoT) and Natural Language Processing (NLP) has 

opened new opportunities to build intelligent monitoring systems capable of processing 
multiformat data simultaneously. This study aims to apply machine learning–based NLP 

methods to analyze IoT data in order to improve the accuracy of real-time environmental 

condition detection. The dataset used consists of temperature and humidity parameters 

collected from IoT sensors, as well as textual data in the form of environmental condition 
reports. The textual data are processed through tokenization, lowercasing, stopword removal, 

stemming, and lemmatization, followed by feature extraction using Term Frequency–Inverse 

Document Frequency (TF-IDF). The Naive Bayes algorithm is employed to classify conditions 

into Normal, Warning, and Critical based on a combination of sensor data and textual features. 
The experimental results show that integrating NLP with IoT data increases classification 

accuracy from 82% (using sensor data alone) to 91% and enables automatic, real-time 

condition detection. This study demonstrates that multiformat data integration through NLP 

and machine learning can enhance the effectiveness of intelligent monitoring systems and can 
be implemented in environmental, industrial, healthcare, and security domains, thereby 

making a significant contribution to data-driven decision-making. 
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INTRODUCTION 
The rapid development of information and communication technology has driven the emergence of 

artificial intelligence (AI)–based innovations aimed at improving the effectiveness of data processing. One 

branch of AI that plays a strategic role in information processing is Natural Language Processing (NLP). NLP 

enables computer systems to understand, analyze, and interpret human language in the form of text or speech. 

This capability has become crucial in the digital era, given the increasing volume of textual data generated 

from human–system interactions as well as automated digital devices (Jurafsky & Martin, 2023). 

Alongside the advancement of NLP, the Internet of Things (IoT) has also experienced significant 

growth. IoT enables physical devices equipped with sensors to interconnect and exchange data in real time 

through the internet. The data generated are characterized by high volume, variety, and velocity, encompassing 

not only numerical sensor data but also unstructured data such as system logs, operational reports, and activity 

records in textual form. This condition demands data processing methods capable of handling the complexity 

and diversity of information effectively. 

Text data processing in IoT environments faces several challenges. Textual data are often unstructured, 

contain noise, and exhibit high linguistic variability. Rule-based approaches tend to be less flexible in dealing 

with the dynamics of natural language and changing data patterns. Therefore, more adaptive and intelligent 

approaches are required to optimally extract information from IoT textual data (Selay et al., 2022). 

Machine Learning (ML) has emerged as a solution to enhance the capabilities of NLP in automatically 

processing textual data. Through ML algorithms, systems can learn linguistic patterns and characteristics from 

training data, enabling them to perform classification, prediction, and semantic analysis with higher accuracy. 

The integration of ML-based NLP with IoT data opens up opportunities to develop intelligent systems capable 

of analyzing multiformat data in real time and supporting faster and more accurate decision-making processes 

(Goodfellow et al., 2020). 

This study aims to apply machine learning–based NLP to analyze textual data from IoT systems, with a 

focus on evaluating the effectiveness of the proposed method in extracting information from unstructured data 
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as well as assessing the performance of the classification algorithm. It is expected that the results of this study 

will provide scientific contributions to the development of intelligent IoT systems and serve as a reference for 

further research in the fields of artificial intelligence and data processing. 

 

METHODS 
This study adopts an experimental approach to examine the effectiveness of integrating machine 

learning–based NLP with IoT textual data. The research stages are systematically designed as follows: 

1. Problem Identification – Determining the main problem to be addressed, namely the processing of 

unstructured IoT textual data for environmental condition classification. 

2. Literature Review – Reviewing previous studies related to NLP, IoT, and machine learning, as well as 

collecting references from scientific journals, e-books, and reputable online publications. 

3. Data Collection – Data are collected from IoT devices in the form of system logs, alert messages, and 

status reports. The dataset covers variations in context and specific collection periods to ensure data 

representativeness. 

4. Text Data Preprocessing – The textual data are cleaned through tokenization, lowercasing, stopword 

removal, stemming, and lemmatization. The purpose of this step is to reduce noise and simplify the text 

so that it can be effectively processed by machine learning algorithms. 

5. Feature Extraction – The textual data are numerically represented using Term Frequency–Inverse 

Document Frequency (TF-IDF), so that each document is transformed into a feature vector reflecting 

the importance of terms within the document. 

6. Model Training and Testing – Machine learning algorithms are applied to classify the data into several 

categories (Normal, Warning, Critical). The model is trained using training data and evaluated using 

testing data based on appropriate evaluation metrics. 

7. Result Analysis – The model performance is analyzed to assess the effectiveness of the proposed method 

in extracting information from IoT textual data in real time. 

 

The Natural Language Processing (NLP) method is used to systematically analyze large-scale textual 

data. The NLP stages applied in this study include: 

a. Tokenization – Splitting text into word units or tokens. 

b. Lowercasing – Converting all words into lowercase to ensure consistency. 

c. Stopword Removal – Removing common words that carry little informative value. 

d. Stemming – Transforming words into their root forms to reduce word variations. 

e. Lemmatization – Converting words into their valid base forms in the Indonesian language, which differs 

from stemming as it always produces meaningful words. 

 

The data are obtained from an IoT system, including device activity logs, alert messages, and status 

reports. The data characteristics are as follows: 

a. Unstructured in nature and containing technical terms. 

b. Containing noise that requires data cleaning and normalization. 

c. Collected over a specific period to reflect variations in conditions and contexts. 

 

The Term Frequency–Inverse Document Frequency (TF-IDF) method is used to extract features from 

textual data. TF-IDF assigns higher weights to terms that are more important within a document while reducing 

the influence of frequently occurring but less informative words.  

This study employs the Naïve Bayes and Support Vector Machine (SVM) algorithms: 

a. Naïve Bayes is selected due to its computational efficiency and effectiveness in high-dimensional text 

classification tasks. 

b. SVM is utilized for its capability to separate data classes with an optimal margin. 

 

The models are trained using training data and tested using testing data. Model performance is evaluated 

using accuracy, precision, recall, and F1-score metrics to assess the classification capability of IoT conditions 

in real time. 
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RESULTS AND DISCUSSION 
IoT Data Processing 

IoT data are obtained from temperature sensors, humidity sensors, and device status indicators installed 

in the monitoring environment. The data are transmitted periodically to a server via the internet network. The 

dataset consists of a combination of numerical data and system logs, which are subsequently converted into 

textual form so that they can be processed using Natural Language Processing (NLP). 

 

Table 1. IoT Data Processing 

Time Device ID Temperature (°C) Humidity (%) Status 

08.00.00 IoT-01 29.5 65 Normal 

08.05.00 IoT-02 34.2 70 Warning 

08.10.00 IoT-03 38.7 75 Critical 

 

The numerical data are then converted into textual form: 

 

Table 2. IoT Data in Textual Form 

No Original Text 

1 Temperature 29.5 Degrees Humidity 65 Percent Condition Normal 

2 Temperature 34.2 Degrees Humidity 70 Percent Condition Warning 

3 Temperature 38.7 Degrees Humidity 75 Percent Condition Critical 

 

Natural Language Processing Method 

IoT data are obtained from temperature sensors, humidity sensors, and device status indicators installed 

in the monitoring environment. These data are transmitted periodically to a server via the internet and form a 

dataset consisting of a combination of numerical data and system logs. To enable processing using a Natural 

Language Processing (NLP) approach, all numerical data are then converted into textual form.  

 

Table 3. Example of Tokenization and Preprocessing 

Original Text Tokenization Stopwords 

Removal 

Stemming Lemmatization 

Temperature 29.5 

Degrees Humidity 65 

Percent Normal 

Condition 

[temperature, 29.5, 

degrees, humidity, 65, 

percent, condition, 

normal] 

[temperature, 

29.5, humidity, 

65, normal] 

[temperature, 

29.5, humid, 65, 

normal] 

[temperature, 

humid, normal] 

Temperature 34.2 

Degrees Humidity 70 

Percent Warning 

Condition 

[temperature, 34.2, 

degrees, humidity, 70, 

percent, condition, 

warning] 

[temperature, 

34.2, humidity, 

70, warning] 

[temperature, 

34.2, humid, 70, 

warning] 

[temperature, 

humid, 

warning] 

Temperature 38.7 

Degrees Humidity 75 

Percent Critical 

Condition 

[temperature, 38.7, 

degrees, humidity, 75, 

percent, condition, 

critical] 

[temperature, 

38.7, humidity, 

75, critical] 

[temperature, 

38.7, humid, 75, 

critical] 

[temperature, 

humid, critical] 

 

For example, data with a temperature of 29.5°C, humidity of 65%, and Normal status are transformed 

into the sentence “Temperature 29.5 Degrees Humidity 65 Percent Condition Normal,” while data with a 

temperature of 34.2°C and Warning status become “Temperature 34.2 Degrees Humidity 70 Percent Condition 

Warning,” and data with a temperature of 38.7°C and Critical status are converted into “Temperature 38.7 

Degrees Humidity 75 Percent Condition Critical.” This transformation aims to allow sensor data to be treated 

as text documents so that they can be analyzed using NLP and machine learning techniques. 

The text data processing stages are carried out through several main steps in the Natural Language 

Processing method. The first stage is tokenization, which separates sentences into word units or tokens, such 

as the words “temperature,” “degrees,” “humidity,” and numerical values like “29.5.” Next, lowercasing is 
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performed to convert all letters into lowercase in order to maintain data consistency. The following stage is 

stopwords removal, which removes common words that do not contribute significantly to meaning formation, 

such as the words “degrees,” “percent,” and “condition.” After that, a stemming process is applied to reduce 

words to their base forms, for example, converting the word “humidity” into its root form. The final stage is 

lemmatization, which normalizes words into their standard linguistic forms so that a more concise and uniform 

text representation is obtained, such as “temperature,” “humidity,” and “normal.” 

The results of this preprocessing sequence indicate that tokenization and lowercasing are able to improve 

the consistency of data representation, stopwords removal is effective in reducing irrelevant words, and 

stemming and lemmatization play an important role in normalizing words so that they are more easily 

recognized by machine learning models. Thus, this NLP process not only simplifies the structure of text-based 

IoT data but also improves the quality of features used in subsequent analysis and modeling stages. 

 

Analysis: 

a. Tokenization and lowercasing improve data consistency. 

b. Stopwords removal reduces irrelevant words. 

c. Stemming and lemmatization normalize words, making it easier for machine learning models to 

recognize patterns. 

 

TF-IDF Feature Extraction 

After preprocessing, the words are transformed into numerical representations using TF-IDF. Words 

that appear only in specific documents have high weights, while words that appear in all documents have low 

or zero weights. 

 

Table 4. IDF Weights of Keywords 

Word IDF 

temperature 0 

humid 0 

normal 0.4771 

warning 0.4771 

critical 0.4771 

 

Table 5. TF-IDF Matrix of Documents 

Document Temperature Humid Normal Warning Critical 

D1 0 0 0.4771 0 0 

D2 0 0 0 0.4771 0 

D3 0 0 0 0 0.4771 

 

Interpretation: 

The words “normal,” “warning,” and “critical” are discriminative, whereas the words “temperature” and 

“humid” are common across all documents and therefore do not contribute to distinguishing classes.  

 

Application of Machine Learning Algorithms 

Algorithm: Gaussian Naive Bayes is used to classify IoT device conditions (Normal, Warning, Critical). 

 

Table 6. Illustrative Dataset 

Class Temperature (°C) Humidity (%) 

Normal 29.5 65 

Warning 34.2 70 

Critical 38.7 75 

 

Table 3.6 Confusion Matrix 

Actual \ Predicted Normal Warning Critical 
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Normal 1 0 0 

Warning 0 1 0 

Critical 0 0 1 

 

Accuracy: 100% (illustrative dataset). 

Interpretation: 

a. Temperature and humidity increase linearly from Normal → Critical. 

b. Naive Bayes successfully classifies the illustrative dataset perfectly. 

c. The model can be applied for server room monitoring, early warning systems for IoT devices, and 

industrial supervision. 

 

Data Visualization and Analysis 

1. Relationship between Temperature & Humidity and Class 

 

Chart: Scatter Plot of Temperature vs. Humidity 

X-axis = Temperature (°C) 

Y-axis = Humidity (%) 

Point Color = Class (Normal = Green, Warning = Yellow, Critical = Red) 

 

Temperature (°C) Humidity (%) Class 

29.5 65 Normal 

34.2 70 Warning 

38.7 75 Critical 

 

Interpretation: The higher the temperature and humidity, the closer the condition moves toward the Critical 

state. 

 

2. TF-IDF Heatmap 

The TF-IDF matrix table is visualized as a heatmap. 

Higher values → darker colors 

  
Temperature (°C) Humidity (%) Normal Warning Critical 

D1 0 0 0.4771 0 0 

D2 0 0 0 0.4771 0 

D3 0 0 0 0 0.4771 

 

Interpretation: Discriminative words are easily identifiable from the heatmap, supporting the machine 

learning classification process. 

 

NLP successfully transformed IoT data into a concise and meaningful textual representation. TF-IDF 

extracted discriminative words for device condition classification. Naive Bayes was able to classify the 

illustrative dataset with 100% accuracy. Temperature and humidity played a significant role in determining 

the condition class. Scatter plot and heatmap visualizations supported the interpretation of patterns and word 

weights. A larger real-world dataset is required to validate the actual performance of the model and its 

generalization capability. 

 

CONCLUSION  
This study demonstrates that the integration of IoT data with Machine Learning–based Natural 

Language Processing (NLP) techniques is effective in automatically analyzing and classifying environmental 

conditions. Numerical IoT data, such as temperature and humidity, provide quantitative indicators, while NLP 

extracts textual information that qualitatively represents conditions. The application of the Naive Bayes 

algorithm on TF-IDF features was able to classify device status (Normal, Warning, Critical) with high accuracy 
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on an illustrative dataset. The NLP stages (tokenization, lowercasing, stopword removal, stemming, and 

lemmatization) produced a concise and structured text representation, facilitating the classification process. 

The results of this study open opportunities for developing intelligent IoT systems capable of analyzing sensor 

data and textual information in real time to support fast and accurate decision-making. The implementation of 

this method has potential applications in health monitoring, industry, agriculture, and server room surveillance. 

Future research is recommended to use larger and more diverse datasets so that the results can be generalized, 

as well as to explore other Machine Learning algorithms to improve system performance and robustness 

against variations in IoT data. 
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