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ARTICLE INFO ABSTRACT
The durian fruit is an agricultural commodity with high economic value and strong demand
both domestically and internationally. However, the success rate of durian cultivation in
Indonesia remains relatively low, at approximately 30.3%. This is partly due to the limited
experience of farmers in managing durian plantations and the absence of an objective system
for selecting eligible recipients of superior seedlings. Inaccurate selection of seedling
recipients can lead to low productivity, suboptimal fruit quality, and an imbalance between
market supply and demand. To address these issues, this study proposes the development of a
Decision Support System (DSS) for the selection of superior durian seedling recipients using

Keywords: the Decision Tree algorithm. The study identifies several factors influencing eligibility,
Decision Support System, including age, land area, land ownership, farming experience, socioeconomic status, number
Decision Tree, of plants, water availability, membership in farmer groups, regional location, and education
Superior Durian Seedlings, level. Data from 300 respondents were collected and processed through several
Machine Learning, preprocessing stages, including categorical data encoding, numerical data binning,
Python, normalization, and the division of training and testing datasets. The Decision Tree model was
Tkinter, developed using the Scikit-learn library in the Python programming language, with the Gini
Scikit-learn index as the splitting criterion. The experimental results indicate that the model achieved an

accuracy of 85%, a precision of 90%, and a recall of 95% for the "Eligible" class,
demonstrating the system’s effectiveness in accurately identifying qualified recipients. The
system was implemented as a GUI-based desktop application using Tkinter, equipped with
features for data input, eligibility prediction, recipient data management, and statistical
visualization. The implementation of this system is expected to enhance objectivity,
efficiency, and accountability in the distribution of superior durian seedlings, thereby
contributing to increased productivity among durian farmers and promoting better market
equilibrium.
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INTRODUCTION

The durian fruit is one of the most popular fruits among Indonesians and is also highly favored abroad,
making it one of the fruits with a high market value. In Indonesia, durian production reached 566,000 tons in
2005 and increased to 1,133,000 tons in 2020, showing a 100.7% growth over 15 years, or an average of
6.67% per year (approximately 37,800 tons annually). The main durian-producing provinces include Aceh,
South Sumatra, Lampung, Banten, West Java, South Sulawesi, North Sumatra, West Sumatra, Central Java,
and East Java (Horti Indonesia, 2022).

One of the key factors influencing this growth is the selection of farmers or community members
eligible to receive superior durian seedlings. However, the process of selecting these recipients still lacks
adequate technological support. Most institutions and organizations continue to rely on traditional selection
methods, which depend heavily on subjective judgment. This approach reduces the accuracy of determining
competent recipients, as only a few individuals possess the expertise required for proper evaluation.
Improper selection of seedling recipients can negatively impact durian productivity, leading to lower yields,
smaller fruit size, and reduced sweetness. Consequently, this affects farmers’ income and contributes to
market imbalance between supply and demand.

To address this issue, it is essential to develop a technological decision-making system capable of
objectively and accurately selecting qualified farmers or community members to receive superior durian
seedlings. A Machine Learning-based Decision Tree approach offers a potential solution to this problem.
The Decision Tree algorithm can assist in identifying eligible recipients based on several predefined criteria
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such as farming experience, education level, and land ownership. By defining a dataset that represents these
criteria and visualizing the data using charts, the system can generate objective and data-driven decisions
through the Decision Tree model.

To strengthen the justification for using the Decision Tree algorithm, previous studies have been
reviewed. For example, Karyadiputra and Setiawan (2023) conducted research titled "Decision Support
System Based on Decision Tree Algorithm for Predicting Diabetes Disease." Their study focused on
developing a Decision Support System (DSS) using the Decision Tree algorithm to predict the likelihood of
diabetes. Diabetes is a chronic condition characterized by high blood sugar levels, and early detection is
crucial to prevent severe complications. The system employed the Decision Tree algorithm as a data analysis
tool and adopted the Waterfall methodology for system design. The evaluation results showed that the
developed DSS achieved a prediction accuracy of 96.35%, outperforming other methods such as Naive
Bayes (87.69%) and K-Nearest Neighbors (89.62%). Additional testing using the paired t-test confirmed that
the Decision Tree algorithm provided superior predictive accuracy compared to alternative algorithms. The
system was implemented as a web-based application aimed at supporting early diabetes detection and
assisting medical professionals in making more accurate and data-driven decisions.

METHODS
The research methodology refers to the scientific process or systematic approach used to obtain data
for research purposes. It serves as a structured framework that guides researchers in collecting, analyzing,
and interpreting data to achieve the research objectives. In conducting this study, the researcher followed a
series of methodological steps designed to ensure the validity and reliability of the findings.
To clarify the structure of the research methodology presented above, the following descriptions
explain each process involved in this study:
1. Problem Identification
In this stage, the researcher thoroughly analyzes the existing problems, particularly the need to identify
the supporting factors for selecting eligible farmers or community members as recipients of superior durian
seedlings. The challenge arises due to the lack of experience among durian seedling recipients, which
requires a more modern classification approach. The Decision Tree algorithm is selected as a potential
solution because of its ability to perform classification based on specific criteria through an iterative process
to obtain the most optimal decision rules. The identification of this problem helps the researcher formulate
clear research objectives and determine appropriate methodological steps to achieve the desired outcomes.
2. Data Collection
At this stage, the researcher gathers data from various reliable sources to be used as the dataset for
training the Decision Tree model. The collected data contain several parameters relevant to the criteria for
selecting eligible recipients.
3. Theoretical Framework Development
In this phase, the researcher identifies and reviews credible sources such as books, scientific journals,
conference papers, and academic articles related to superior durian seedlings, data visualization (charts), and
the Decision Tree algorithm. The researcher must understand the fundamental concepts and principles of the
Decision Tree algorithm and how it has been applied in various classification case studies.
4. System Design
This stage serves as the core of the study, where the system is designed to meet functional
requirements. It includes designing the system architecture, creating the Graphical User Interface (GUI), and
developing the model training process.
5. GUI Design
This step focuses on designing an intuitive and user-friendly interface to ensure that users can operate
the developed system easily and correctly.
6. Method Testing
In this stage, the researcher trains the model using the previously prepared dataset so that the training
data can be effectively utilized in the Decision Tree algorithm. This process enables the system to perform
accurate and reliable decision-making.
7. System Implementation
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During this stage, the researcher integrates both the GUI and the trained Decision Tree model into a
single functional system, ensuring that all components work together seamlessly according to user
requirements.

8. System Testing

In this phase, the system undergoes comprehensive testing to evaluate its performance, including

feature testing, accuracy testing, and the overall assessment of the Decision Support System implementation.
9. Evaluation

This is the final stage of the research methodology. The researcher conducts an evaluation to identify
any issues or unmet criteria and performs necessary improvements or revisions to enhance the system’s
performance and reliability.

RESULTS AND DISCUSSION

Results

This study successfully developed an accurate, transparent, and practical Decision Support System
(DSS) for selecting eligible recipients of superior durian seedlings. With an accuracy of 85% and a recall of
95% for the “Eligible” class, the Decision Tree model proved to be highly effective. The system was
implemented as a Graphical User Interface (GUI) application, enabling field officers to use it directly. It is
equipped with features for eligibility prediction, data management, and statistical visualization. This
implementation not only improves administrative efficiency but also enhances fairness and accountability in
the distribution of agricultural assistance.

1. Research Data Description
This study utilized secondary data collected from 300 community respondents who were potential
recipients of superior durian seedlings. The data were compiled based on several parameters relevant to
assessing the farmers’ capacity and readiness to manage durian cultivation sustainably.

Table 1. The parameters used in the dataset

Parameter Description
Age Age range of farmers (1760 years)
Land Area Size of land owned or rented (in m?)
Land Ownership Ownership status: owned or rented
Farming Experience Number of years of farming experience
Socioeconomic Status Category of welfare level (low, medium, high)
Number of Current Plants Number of plants currently owned or managed
Water Availability Consistent availability of water (yes/no)
Membership in Farmer Group Indicates social support and access to training
Regional Location Strategic location (e.g., mountainous area or near urban centers)
Education Level Educational attainment: Primary, Junior High, Senior High,

Diploma, or Bachelor’s degree

The target variable in this study is the seedling recipient status, categorized into “Eligible” or “Not
Eligible” based on predefined criteria.

Out of 300 data entries, 240 respondents (80%) were classified as Eligible, and 60 respondents (20%)
were classified as Not Eligible. This indicates that the dataset is imbalanced, which reflects real-world
conditions—where not all farmers meet the full eligibility requirements for receiving superior durian
seedlings.

2. Data Preprocessing
Before training the model, the dataset underwent a comprehensive data preprocessing phase consisting
of several key steps: data cleaning, encoding, normalization, and data splitting. These steps ensured that the
dataset was clean, consistent, and suitable for machine learning model training.
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Figure 1. Normalization of Numerical Features and Categorical Encoding

In the data normalization stage, textual or categorical data were converted into numerical form to
enable the model to process and compute the data effectively. This was accomplished using the
scaler.fit_transform() function provided by the Scikit-learn library. Normalization was applied to numerical
features such as age, land area, farming experience, and number of plants. Additionally, the ID and name
columns were excluded from the dataset using the .drop() function, as these attributes were not relevant for
Decision Tree model training.
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Figure 2. Output of Normalization and Categorical Encoding

The output from the normalization and encoding process shows that numerical attributes such as age,
land area, and farming experience were successfully transformed into standardized numerical values.
Categorical variables—such as education level (Elementary, Junior High, Senior High, Diploma, and
Bachelor)—were converted using one-hot encoding, where each category was represented as a binary value
(0 or 1), with 0 = False and 1 = True. This conversion allowed the Decision Tree algorithm to interpret
categorical data accurately.

} PS C:\my-projecthalgoritma-project\decision-tree\decision-support-system-for-acceptance-durian-seedlings> python pre-processing
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Figure 3. Data Train-Test Split
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After normalization and encoding, the dataset was divided into training and testing subsets to evaluate
the model’s performance. The variables X train and y_train were used to build and train the model, while
X_test and y_test were used for testing and validation.

yar
211 Layak

Figure 4. Result of Data Splitting Process

The dataset was split in an 80:20 ratio. Out of 300 total data entries, 240 records (80%) were used as
training data, primarily consisting of “Eligible” status samples, while 60 records (20%) were used as testing
data, including “Not Eligible” samples.

This division ensured that the model could learn from a sufficient amount of data while still being
evaluated on unseen samples, allowing for accurate performance assessment and validation of the Decision
Tree model.

3. Build Decision Tree Model
The model was developed using the Python library Scikit-learn. Functions such as accuracy_score,
classification_report, and confusion_matrix were utilized to evaluate the model’s performance in percentage
and matrix form. The output results were then saved using Matplotlib into a text file format, allowing the
model to be integrated later into the user interface. The model was trained with the following configuration:
a.  Splitting criterion: Gini

b. Maximum depth (max_depth): 7

¢.  Minimum samples for split: 10

d. Minimum samples at leaf node: 5

e. Random state: 42 (for reproducibility)

sification_report, confusion_matrix

st, y_pred))

Figure 5. Decision Tree Model Training
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Fgure 6. Decision Tree Trainig Output

After training, the model was tested on the test dataset, and its performance results are shown in the figure
above.

Table 2. Decision Tree Model Testing Results

Metric Value
Accuracy 85%
Precision (Eligible) 90%
Recall (Eligible) 95%
F1-Score (Eligible) 92%

The results indicate that the Decision Tree model performs quite well, achieving 85% accuracy in
classifying the data. The precision and recall values show that the model can effectively identify “Eligible”
(Layak) samples with minimal misclassification, while the F1-Score of 92% reflects a good balance between
precision and recall.
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Figure 7. Decision Tree Visualization

Discussion
System Implementation in the Application

To facilitate practical implementation in the field, the system was developed as a desktop application
with a Graphical User Interface (GUI) using Tkinter. This application includes several features such as a
farmer data input form, automatic eligibility prediction, and recipient data management, including options to
download and view data.
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1. Application System Dashboard
The application dashboard serves as the main interface of the system, functioning as the area where
users can input values that will be utilized by the model for classification. It includes an eligibility prediction
button, which, when clicked, displays the classification results based on the data entered.

SISTEM REKOMENDASI PENERIMA BIBIT DURIAN
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Figure 8. Application System Dashboard

2. Recipient Data Page

The recipient data page contains all community data that has been successfully classified based on
eligibility status. This page presents a complete list of individuals who meet the selection criteria, making it
easier to identify potential aid recipients. The displayed data not only includes basic personal information but
also the values of parameters previously entered in the community data form, such as age, land availability,
water availability, and education level.

In addition, this page serves as an information center for data evaluation and verification. With a
structured data storage system, decision-makers can easily review the classification results and consider key
factors supporting eligibility decisions. Presenting the data in tabular or visual form also helps accelerate the
analysis process, ensuring that the decisions made are more objective, transparent, and accurate.

@ Daftar Penerima Bibit Durian — O *
Usia Luas_Lahan Kepemilikan Pengalaman Sosial_Ekonomi  Jumlah_Tanaman Ketersediaan_Air  Kelompek_Tani  Lokasi_Wilayah  Tingkat_Pendi
23 100 Milik 2 Tinggi 10 Ada Tidak Strategis SARJANA

Figure 9. Recipient Data Page of Durian Seedling Distribution System

3. Statistics Page
The statistics page displays the progress of data during the model training process, showing the
distribution of community data based on key variables in the form of charts. This page highlights the most
influential variables identified during model training, allowing users to compare the predicted results with
the actual data.
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Figure 10. Statistical Visualization of Influential Variables

CONCLUSION

This study successfully developed a Decision Support System (DSS) for determining eligible
recipients of superior durian seedlings using the Decision Tree algorithm, effectively classifying applicants
into “Eligible” and “Not Eligible” categories based on criteria such as age, land area, land ownership,
farming experience, socioeconomic conditions, number of existing plants, water availability, farmer group
membership, regional location, and education level. The model achieved 85% accuracy, 90% precision, and
95% recall for the “Eligible” class, proving its effectiveness and reliability. Implemented as a desktop-based
GUI application using Tkinter, the system enables easy data input, eligibility prediction, recipient
management, and transparent result visualization. Future research is recommended to enhance performance
by comparing other algorithms (e.g., Random Forest, Naive Bayes, K-Nearest Neighbor), expanding the
dataset for better generalization, applying resampling or SMOTE to address class imbalance, developing web
or mobile-based versions for broader accessibility, and integrating the system with government or
agricultural institutions to ensure more transparent, targeted, and sustainable seed distribution.
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